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January 11, 2001

TO:

NASA Headquarters



Attn:  G/General Counsel

FROM:

100/Director

SUBJECT:
Invention of the Year Nominations for 2000

In response to your call of December 11, 2000, requesting nominations for the NASA Government Invention of the Year Award and NASA Commercial Invention of the Year Award, Goddard Space Flight Center submits the following nominees:

U.S. Patent No. 6,081,570 entitled, "Parallel Integrated Frame Synchronizer (PIFS) Chip" issued June 27, 2000, Inventors Parminder S. Ghuman, Jeffrey M. Solomon, and Toby D. Bennett, NASA Case No. GSC 13,813-1, hereinafter "PIFS Chip."

Generally, the PIFS Chip relates to apparatus for processing digital data and more particularly to a data frame synchronizer for return-link signal processing apparatus receiving a serial data stream from an airborne vehicle such as a spacecraft.  Return-link processing systems generally extract framed digital data from incoming signal bit streams, correct frame to frame data, validate the protocol structures within the frame, and extract user data.  While the present invention is primarily directed to frame synchronization of Consultative Committee for Space Data Systems (CCSDS) telemetry data, it also provides frame synchronization of data from weather satellite.  Please note that it is respectfully requested that Mr. Parminder Ghuman be allowed to make a 15-minute technical summary of the invention to the Invention of the Year selection panel.

U.S. Patent No. 5,556,502 entitled, "Optical Fiber Cable Chemical Stripping Fixture" issued September 9, 1995, Inventors John R. Kolasinski, and Alexander M. Coleman, NASA Case No. 13,644-1.

The Optical Fiber Cable Chemical Stripping Fixture controls the removal of coatings, such as acrylate, which surround glass fibers used in optical fiber cables.  The invention is designed for the chemical removal of optical fiber coatings, without damage, during cable stripping operations in high reliability spaceflight applications.

If you need additional information regarding the PIFS chip nomination please contact Goddard's Acting Lead Patent Counsel, Michael J. Gonet at 301-286-6521.  For additional information regarding the Optical Fiber Cable Chemical Stripping Fixture, please contact Rick Obenschain at 301-286-6218.

A. V. Diaz

8  Enclosures

1.  Brief Description of Invention

2.  Detailed Explanation of the Invention's Commercial Availability

3.  United States Patent 6,081,570

4.  Photograph of Invention

5.  Biography

6.  NASA Form 1329A

7.  Request for Presentation (Parminder Ghuman)

8.  Optical Fiber Cable Chemical Stripping Fixture Nomination (John Kolasinski et al.)

Brief Description of Invention

Telemetry data from a NASA spacecraft is sent to ground telemetry processing facility via NASA's Tracking and Data Relay Satellite (TDRSS) in modulated form. Then this facility demodulates and extracts the source data and send it to the users. Figure 1 shows a typical telemetry system.
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Figure 1

The first step in the data extraction is frame synchronization.  As the source data is demodulated it is sent to the frame synchronizer, as shown in Figure 1.  Frame synchronization is necessary for subsequent processing of the transfer frames and for synchronization of the pseudo-random generator, if used. Therefore, frame synchronization becomes the key before any telemetry data processing can be done. 

Frame synchronization is the process of demarcation of telemetry frame boundaries from an incoming serial bit stream by use of attached sync markers.  Because of its common usage, great savings can result through the integration and standardization of equipment performing this function across missions

[image: image2.wmf]92

94

96

98

00

02

1

10

100

20

 

Mbps

 LZP

($400K)

CD FRO 23

MF GET 445 5

SV FRO GET

50

 

Mbps

 LZP

($450K

)

1st

 

Gen

 VLSI

2nd

 

Gen

 VLSI

3rd

 

Gen

 VLSI

150Mbps LZP

($50K)

150

 

Mbps

 LZP

($750K)

450Mbps LZP

($25K)

 Performance

/ Cost


Figure 2

This frame synchronization system matches the sync marker pattern that is used to delineate the beginning of each frame of telemetry data. Frame synchronization for NASA application is achieved by using a stream of fixed length transfer frames with an Attached Sync Marker (ASM) between them (see Figure 2).  Synchronization is acquired on the receiving end by recognizing the specific bit pattern of the ASM in the telemetry channel data stream.  Synchronization is then customarily confirmed by making further checks.  The ASM for one transfer frame immediately follows the end of the preceding transfer frame and there is no intervening bits preceding the ASM.  The ASM for telemetry channel data stream recommended by Consultative Committee for Space Data Systems (CCSDS) consists of a 32-bit marker with a pattern as follows:

[image: image3.wmf]
The pattern is represented is hexadecimal notation as follows:

1ACFFC1D

Prior Technology in Frame Synchronization

The previous generation frame synchronizer architecture employed serial algorithms to perform bulk of synchronization functions.  These algorithms minimized implementation complexity to fit within the constrained transistor count limits in semi-custom chips of the late 1980's. 

Until recently, for example, NASA/GSFC developed systems that performed frame synchronization using a 9U by 160mm Versa Module Eurocard (VME) bus compatible board that consisted of a 3U Single Board Computer (SBC) and a custom side card.

There were two versions of this card. One of which was used to perform low data rate (< 50 Mbps) frame synchronization that utilized Complementary Metal-Oxide Semiconductor (CMOS) versions of the three Application Specific Integrated Circuits (ASIC's). The other card supported high data rate (>50 Mbps) frame synchronization and used GaAs versions of three ASIC's.  The frame synchronizer algorithm used to design three ASIC's was implemented serially. This algorithm has the advantage of being easy to implement and low in logic gate density. The primary disadvantage is that the serial algorithm was not fast enough to support 50 Mbps or greater using CMOS technology. To provide high rate system, in a serially fashion, one must use GaA's technology which is substantially more expensive.

In order to accomplish all the required frame synchronization functionality in a single ASIC, 8-bit parallel algorithm is used.  This algorithm allows frame synchronization using CMOS for any data rate up to 500 Mbps.

Parallel Integrated Frame Synchronizer (PIFS) Chip

The PIFS chip employs an entirely parallel architecture, providing very high performance at low power consumption with CMOS technology.  The parallel operation allows very high speed performance of over 500 Mbps.  Besides power reduction, using CMOS technology overcomes several limitations of the previous approach including the high cost of GaA's chip non-recurring engineering and component reproduction, and additional required board real-estate.

The block diagram of the PIFS chip is shown in Figure 3  The data path through the chip is a strictly sequential, highly pipelined process.  Data enters the chip via the Front-end subsystem and passes to the Parallel Correlator or Weather Satellite Data Processing subsystem.  If the chip is in CCSDS mode, data from the Parallel Correlator subsystem passes to the Window subsystem, to the Data Alignment subsystem, and to the BTD/CRC Decoding subsystem.  Data from the BTD/CRC Decoding subsystem, or data from the Weather Satellite Data Processing subsystem, enters the Output subsystem and is output onto the DATAOUT output port.
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Figure 3 

Features of PIFS

The PIFS chip was designed to meet the following requirements:

Accept input data in bytes for high rate (> 50 Mbps, up to 400 Mbps) and serial data for low rate (< 50 Mbps).

Perform correlation to any bit pattern up to 64 bits in length data stream.

Provide the capability to program bit error tolerance allowing up to 15 bit errors for correlation.

Provide the capability to program frame size (up to 64 Kbytes) as well as to program frame sync marker size.

Provide the capability to program search, check, lock, and flywheel strategy: up to 15 check frames and up to 15 flywheel frames, and optional best-match strategy.

Perform slip correction (up to 3 bits).

Provide optional CRC decoding with the following CCSDS recommended polynomial.

Additionally, the chip provides optional CRC decoding with the following polynomial.

Perform Bit Transition Density (BTD) decoding using the CCSDS recommended polynomial.

Report quality counts such as number of check frames, lock frames, flywheel frames, and etc.; also report periodic cumulative output.

Provide the capability to perform time stamping.

Provide the capability to resynchronize via both hardware and software i.e. if chip is in check, lock, or flywheel mode, then this resynchronization will cause the chip to return to search mode at the next frame boundary.

Provide NRZ-L, NRZ-M, and NRZ-S decoding for low speed serial input.

Perform frame synchronization for weather satellite data

First Commercial Availability

The PIFS chip first became commercially available in September 1997 when the patent application was filed.  There have been numerous inquiries and interest in the PIFS chip from both private industry and within government. 

Significant and Identifiable Benefit to a NASA Project or Program

The PIFS chip has proven its strength and value via several GSFC projects. The benefits have included system cost reduction, improved usability, size reduction and support of multiple applications for telemetry ground systems.   

•  Cost reductions have resulted from reusable low-cost 150 Mbps functional components. Cost is estimated to be approximately 1/5 of current COTS based system.  

•  The improved usability is such that the system can be configured and operated by non-specialist.  

•  The current size is estimated to be approximately 1/5 the current COTS based system.  

•  The flexibility of the PIFS chip facilitates multiple applications.  Such applications include science data processing, spacecraft integration and verification, direct down-link broadcast user sites and operational control centers.  The PIFS chip is currently used on the EOS A.M. and EO-1 projects.

EOS A.M. (1999)

Terra (EOS-AM1): The early generation of the telemetry systems developed by GSFC's  Microelectronics Branch was very successfully used in all the test and integration phases of Terra.  The two Versa Module Eurocard (VME) based systems were capable of ingesting and extracting packets at 150 Mbps.  The current technology with the PIFS chips mounted on a Return Link Processor card and housed in a DEC Alpha 2100 is the bed-rock on which the Regional Application Centers are building their ingest process and distribute systems.  This system is ingesting real time data from the Terra broadcast and providing real time imagery to the end user.  The intermediate step of application software is the only latency in the system.

Lockheed-Martin has developed the Expand Telemetry Processing System (XTPS), which is based around the PIFS chip for ingest and the Reed Solomon chip for forward error correction.  The system, which is commissioned in Svalbard, has been successful in ingesting and processing data from European Earth Resources Satellite (ERS), Terra, and Quickbird.  NASA is evaluating the performance of this system to be used as an additional asset for high rate data ingest and processing.

EO-1 (1999)
Currently the EO-1 project is using the chip in four systems to ingest real-data from the satellite and process the same.  Two of the systems are housed in DEC Alpha 4000 workstations and are used primarily for data quality monitoring purposes.  The third system is an Alpha 4100, which has two PIFS chips to ingest two telemetry streams simultaneously at 52.5 Mbps.  The third system is for science data processing.  These systems were commissioned and set up for integration and test and have been so successful that the project is still using them for launch and early orbit system checkout.  The cost of each one of the system which comprises of the PIFS chips on a Return Link Processor card, the work station and a RAID storage system is less than $100,000.  The science processing system is able to process the data in real time thus alleviating the necessity of very expensive and high capacity storage.  Other options to process the data were a magnitude higher in cost and a magnitude lower in performance.

Future NASA/Government Projects

The PIFS chip is currently being prototyped for systems to support NOAA's Polar Orbiting Earth Satellite (POES)  mission, DOD's Defense Meteorological Satellite Program (DMSP) and NASA's Terra, EO-1 and LANDSAT missions.  NASA's Next Generation POES mission of 2005 will be next to incorporate the PIFS chip. The diverse nature of these systems further demonstrates the flexibility and interest in the invention.  

Cost Savings

To meet the challenge of Better Faster Cheaper NASA GSFC explored the idea of using a parallel approach to frame synchronization, whereby the added complexity is met by using low cost CMOS processes which have a smaller foot-print and require less speed to achieve NASA data-rate requirements. Successfully meeting this challenge was the motivation for using state-of-the-art processes in Very Large Scaled Integrated (VLSI) circuit technology  which brought the paradigm change of moving away from the single board solution for frame synchronization to the single chip solution. The performance indicates a magnitude in improvement for telemetry processing and cost reduction.  The graph in Figure 4 shows the relative performance cost metric with time.  Thus, according to Figure 4 a 1st Generation VLSI system that is capable of 20 Mbps cost approximately $400K in 1992 while a 3rd Generation system that is capable of 150 Mbps cost approximately $450K.  Thus the PIFS chips allows for better performance at approximately one eighth the cost.
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Figure 4

BIOGRAPHY

Parminder Singh Ghuman:

This engineer joined GSFC in 1991 as an Electronics Engineer.  He received a MSc in Electrical Engineering from George Washington University in 1994, a MSc in Applied Physics from Johns Hopkins University in 1997, and a Bsc in Electrical Engineering from North Carolina A&T State University in 1991.

He is currently the technical lead for Next Generation Digital Receiver and Level Zero Processor projects under the Space Operation and Management Office technology development program.  He is also the group lead for Microelectronics and Signal Processing Branch at GSFC.  He has led several Application Specific Integrated Circuits development efforts, which include the Parallel Integrated Frame Synchronizer, High Rate Digital Demodulator and a 1.2 GHz GaAs Demultiplexer/Multiplexer.

Patents:

1. Parallel Integrated Frame Synchronizer Chip, Patent 6,081,570

Papers:

1. “A Regional Application Center Ingest System,” International Telemetry Conference, 1999. 

2. “Cost Beneficial Solution for High Rate Data Processing,” International Telemetry Conference, 1999.

3. “High Rate Digital Demodulator ASIC,” International Telemetry Conference 1998, International Conference on Signal Processing and Technology, 1998.

4. “System in a Chip Architecture for Return Link Processing,” 6th NASA Symposium VLSI Design, 1997.   5. “A Desktop Satellite Data Processing System,” International Telemetry Conference, 1997.

6. “Shrinking the Cost of Telemetry Frame Synchronization,” International Telemetry Conference, 1995.

7. “VLSL Technology for Smaller, Cheaper, Faster Return Link Systems,” Third International Symposium on Space Mission Operations and Ground Data Systems, 1994.
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Terra (EOS-AM1):  The early generation of the telemetry systems developed by GSFC's Microelectronics Branch was successfully used in all the test and integration phases of Terra.  The current technology with the PIFS chips mounted on a Return Link Processor card and housed in a DEC Alpha 2100 is the bed-rock on which the Regional Application Centers are building their ingest process and distribute systems.  This system is ingesting real time data from the Terra broadcast and providing real time imagery to the end user.  Lockheed-Martin has developed the Expand Telemetry Processing System (XTPS) system, which is based around the PIFS chip for ingest and the Reed Solomon chip for forward error correction.  The system, which is commissioned in Svalbard, has been successful in ingesting and processing data from ERS (European Earth Resources Satellite), Terra, and Quickbird.  NASA is evaluating the performance of this system to be used as an additional asset for high rate data ingest and processing.

EO-1 (1999)

Currently the EO-1 project is using the chip in four systems to ingest real-data from the satellite and process the same.  Two of the systems are housed in DEC Alpha 4000 workstations and are used primarily for the data quality monitoring purposes.  The third system is an Alpha 4100, which has two PIFS chips to ingest two telemetry steams simultaneously at 52.5 Mbps.  The third system is for science data processing.  The cost of each one of the system which comprises of the PIFS chips on a Return Link Processor card, the workstation, and a RAID storage system is less than $100,000.  The science processing system is able to process the data in real-time thus alleviating the necessity of very expensive and high capacity storage.  Other options to process the data were a magnitude higher in cost and a magnitude lower in performance.  As an analogy, the development of standard network interface chips has enabled standard internet network technology into the personal computer.  In the same way, the PIFS chip allowed the same scale reduction in size, cost, and increased performance for NASA telemetry systems.  The contribution and payback in dollar savings and increased ground system capability increased over time as more missions utilized this technology.  Additionally, lower cost ground systems were available commercially since this technology is now being incorporated by six telemetry system vendors.  We envision the lowered cost of workstations and storage devices will further lower the application cost of a complete data processing system to less than $100,000.00.  To date, for EO-1 spacecraft, the system using this chip has reduced the time to process science data by a factor of six over the original proposed system.  Furthermore, this system costs less than one-third of the original commercial proposed system for EO-1.  We estimate the data processing system using this chip will be very valuable in reducing the backlog of unprocessed science data from Terra spacecraft.  This system will also reduce management and operational costs due to very low maintenance cost and ease of operation.  Previous awards include a Space Act Award.
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REQUEST FOR PRESENTATION

It is respectfully requested that Mr. Parminder Ghuman be allowed to make a 15-minute technical summary of the invention to the Invention of the Year selection panel.

Please contact Keith L. Dixon in Goddard’s Office of Patent Counsel at (301) 286-9279 to make arrangements.
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